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Abstract

We evaluate the relation between the size of 138 return anomalies and market states using a

sample of 56 countries from 1981 to 2019. We find that the vast majority of anomalies (51 of

138 statistically significant at the 5% level) perform better if the country’s stock market index

trades below its 200-day moving average, our definition of a bad market state; 10 anomalies

perform significantly better in good market states. On average, the value-weighted four-factor

alpha amounts to 46.7 (31.2) bps per anomaly-month in bad (good) times. In relative terms,

abnormal anomaly returns are 49.8% higher in bad times. Our findings are consistent across

regions and different anomaly classifications. They are robust to alternative market state

classifications and additional controls for investor sentiment. The evidence suggests that risk

or data-mining cannot entirely explain anomaly returns.
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1. Introduction

Why do we observe so many abnormal return patterns (also known as anomalies or factors)

in financial markets? Finding a satisfactory answer to this question has become a central

research field in financial economics at least since John Cochrane’s description of the current

situation as a “zoo of new factors” in his 2010 presidential address to the American Finance

Association (Cochrane, 2011). There are three competing explanations for the anomaly puzzle:

risk, mispricing, and data-mining.

According to the risk-based explanation, abnormal returns are a compensation for bearing

systematic, yet undefined risk. The risk-based explanation is consistent with the view that

there are only few investors “who shouldn’t act as if markets are efficient.”1 In contrast, the

mispricing hypothesis relies on the idea that “the price is often wrong, and sometimes very

wrong” (Thaler, 2017, p. 252). According to the mispricing hypothesis, abnormal returns are

a manifestation of bounded investor rationality and limits-to-arbitrage, which prevent sophis-

ticated market participants from (fully) eliminating anomalies. Finally, the argument of the

data mining hypothesis is that the increased search for anomalies has also led to an increase

in (spurious) discoveries: “Given the plethora of factors, and the inevitable data mining, many

of the historically discovered factors would be deemed significant by chance.” (Harvey et al.,

2016, p. 45)

Supportive evidence exists for all three potential causes of anomalies, and in fact, they

are not mutually exclusive. Nevertheless, recent empirical work suggests that mispricing (e.g.,

McLean and Pontiff, 2016; Lu et al., 2017; Yan and Zheng, 2017; Bartram and Grindblatt,

2018; Engelberg et al., 2018; Chen and Zimmermann, 2020; Jacobs and Müller, 2020) and data

mining (e.g., Harvey et al., 2016; Chordia et al., 2017; Harvey, 2017; Linnainmaa and Roberts,

2018; Hou et al., 2020; Chordia et al., 2020; Harvey and Liu, 2021) are currently most often

relied upon to explain the “factor zoo.”

In this paper, we add to the ongoing debate by studying cross-sectional anomaly returns,

i.e., long-short portfolio returns based on stock characteristics like firm size, book-to-market

equity, momentum, etc., separately for good and bad times. Our analysis is based on a large

data set of 138 return anomalies across 56 international equity markets from 1980 to 2019. We

separate good times from bad times by focusing on the current state of the market. Specifically,

1Eugene Fama, Chicago Booth Magazine, Interview 30th June, 2016 (https://review.chicagobooth.edu/).
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like in Huang et al. (2017), we assume that the market is in a good (bad) state if the country’s

main stock index, valued at the end of the previous month, is trading above (below) its 200-day

moving average (MA).

As we outline below, the 200-day MA indicator can be applied in real-time as a forward

looking predictor of market states, whereas other measures of good and bad times such as

recessions can only be determined retrospectively. Moreover, it is an intuitive indicator that

is not only highly correlated with other measures of bad times such as recessions, but is also

commonly used by chartists, financial analysts, and other market professionals to self-assess

the current state of the market. As it relies on very basic market data, we can use it to

identify good and bad times for all international equity markets without imposing additional

data requirements.

It is interesting to study the performance of anomalies across market states, because the

competing explanations for the anomaly puzzle, i.e., risk, mispricing, and data-mining, make

different predictions about how anomalies should perform in good and bad times. To start with

the latter explanation, if anomalies are the result of pure data-mining, we would expect to find

no relation between abnormal anomaly returns and the state of the market, apart from some

random significant results due to Type-I error. The reason is that according to this hypothesis,

the data has been “mined” to discover significant alphas over the entire sample period, and not

to establish significant alpha differences between good and bad times.

We randomly generate 1,000 anomalies that have a statistically significant alpha with regard

to the Carhart (1997) asset pricing model during our sample period. Confirming our prediction

that data-mined anomalies should be largely unrelated to market states once we account for

Type-I error false discoveries, we find that only 78 (7.8%) of these fictitious anomalies perform

differently across market states at a 5% level of statistical significance.2 Half of the fictitious

anomalies (39) have a significant positive slope with respect to the market state indicator, and

the other half have a significant negative slope.

In contrast to the data-mining hypothesis, both the risk-based hypothesis and the mispricing

hypothesis posit that the performance of anomalies is linked to market states. In a world of

2At the 5% level of significance, we would expect about five of out of 100 tested anomalies to display a
statistically significant performance difference between market states. The higher number of 7.8% significant
anomalies which we observe may be the result of random sample fluctuations as well as non-normally distributed
return data. This empirically derived estimate serves as a reference under the null hypothesis that all anomalies
are due to data-mining in our later analyses.
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efficient markets, the abnormal return of a stock must reflect a compensation for systematic

risk. According to consumption-based asset pricing theory, this compensation is driven by

the covariance of the stock’s payoff with marginal utility (Cochrane, 2005). In bad times like

recessions, investors will consume less and be more cost-conscious. A stock that performs better

in such bad times is therefore generally preferable over stocks that do not have this hedging

property against consumption risk. Stocks that offer protection against bad times are hence

expected to trade at higher prices and earn lower expected returns. Transferring this idea from

the stock level to the portfolio perspective, risk-compensating anomaly portfolios are expected

to perform better in good times. This is the compensation for the fact that these portfolios

perform particularly poorly in bad times, when protection is needed the most.

While the risk-based hypothesis leads to predictions of higher anomaly returns in good mar-

ket states, the predictions of the mispricing hypothesis are less clear-cut and depend on the

underlying nature of the mispricing. In Daniel et al. (1998) model, overreaction-driven mis-

pricing emerges from investor overconfidence and biased self-attribution. According to Gervais

and Odean (2001), investors treat success and failure asymmetrically; a success supports the

information and leads to increased confidence, while a failure does not necessarily lead to a

corresponding reduction. Aggregate investor overconfidence should increase after periods of

prolonged market gains because most investors are net long in stocks. In good times, they will

attribute their success to their own selection skills rather than a favorable market environment,

which increases their overconfidence further. It follows that anomalies arising from investor

overconfidence should be stronger in good market states.

This line of reasoning is presented in Cooper et al. (2004) and Gao et al. (2018). The

authors analyze the performance of a single anomaly (momentum; distress risk) in relation

to the market state, and in both cases they find that the abnormal anomaly return is indeed

higher in up-markets.3 An up-market occurs if the country’s main stock index increased over

the previous years. Cooper et al. (2004) measure up-markets over the last three years, while

Gao et al. (2018) refer to the last 12 months.

Even though risk and overreaction-driven mispricing predict higher anomaly returns in good

times, anomalies that are caused by mispricing could also be higher in bad times if the under-

lying reason is underreaction to new information. The central characteristic of underreaction-

3Gao et al. (2018) use Moody’s KMV rating data to measure default risk, which is not available to us. In
our data set, the closest anomaly is the failure predictor of Campbell et al. (2008) for which we do not find a
significant relation with market states.
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based mispricing is that firm-specific information is only gradually impounded into security

prices (Hong and Stein, 1999). Such information diffusion can be more gradual in times when

news is generally less likely to be publicly disseminated. Since research indicates that “bad news

travel slowly” (Hong et al., 2000, p. 267), for instance because firm managers are reluctant to

publish negative information, one would expect that information diffusion is slower especially

during bad times, during which the news tends to be rather negative.

In addition, prior studies show that investors may be subject to the Ostrich effect, which

leads to a selective attendance to new information (Karlsson et al., 2005; Galai and Sade,

2006). During good times, investors are keen to collect and process information about their

stock investments, whereas during bad times with falling stock prices they would rather “put

their heads in the sand.” The Ostrich effect therefore also implies a delayed information diffusion

during bad times, and hence more pronounced profits to anomalies that are caused by investor

underreaction.

On the basis of these predictions, we regress monthly abnormal anomaly returns on our

market state indicator, which we denote as GOOD TIMES. In our baseline tests, we mea-

sure anomaly performance with respect to the Carhart (1997) four-factor model, and calculate

anomaly returns as the difference between quintile (5) and quintile (1) value-weighted portfolios.

For ten of the 138 anomalies in our sample (7.2%), the slope for GOOD TIMES is statistically

significantly positive at the 5% level. In contrast, 51 anomalies (37.0%) have a statistically sig-

nificantly negative slope for GOOD TIMES, implying that they have higher abnormal returns

during bad times. For the remaining 77 anomalies (55.8%), there is no statistically significant

relation.

In economic terms, the average abnormal anomaly return amounts to 46.7 bps in bad times,

and 31.2 bps in good times, a difference of 15.5 bps. This suggests that anomaly strategies

are on average 49.8% higher during bad times. We find that higher anomaly performance

in bad times can be observed in all market regions, with the exception of frontier markets.

Sorting single anomalies into categories, we observe the strongest relative performance gains in

bad times for valuation-based anomalies, followed by analyst-based, fundamentals-based, and

market-anomalies. Finally, the performance gain during bad times is mostly driven by the

short side of the anomaly portfolio. The contribution of the long side is only 3.4%, whereas the

contribution of the short side is 96.6%.

Our results have implications for the assessment of the “factor zoo.” The high percentage
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of anomalies that have a statistically significant relation to GOOD TIMES is inconsistent with

the data-mining hypothesis. In addition, the data-mining hypothesis is not able to explain the

observed asymmetry of the effect with many more anomalies having a significant negative rather

than positive relation to GOOD TIMES. However, our findings do not imply that data-mining

is not a severe problem in anomaly research. There are 77 anomalies in our sample that display

no relation to the state of the market, which may be consistent with data-mining. Nevertheless,

our results suggest that it is unlikely that data-mining is the sole reason why there are so many

anomalies identified in previous studies.

Our results are also not very supportive of the risk-based hypothesis. Many anomalies

perform significantly better in bad times, suggesting that these anomalies are less risky from a

consumption-based asset pricing perspective. It is also difficult to explain why the performance

differential between good and bad times can be mainly attributed to the short side of the

anomalies if risk is the underlying cause.

Interestingly, the factors of the Fama and French (1993) three-factor model, i.e., the market,

size, and value factor, all have a statistically significantly positive coefficient for GOOD TIMES.

This may serve as evidence that at least these “original” factors reflect a compensation for risk.

The slope for momentum for GOOD TIMES is also positive at 1.09, which is statistically

significant at the 0.1% level and indicates a more than 1% higher momentum return per month

in favorable market conditions. This finding is consistent with the results for the U.S. stock

market in Cooper et al. (2004). It could mean that momentum is a risk factor, or alternatively,

that momentum is an overreaction phenomenon caused by overconfident investors, as argued

in Cooper et al. (2004).

In contrast to risk, the mispricing hypothesis receives considerable more support in our

empirical tests, because underreaction-based mispricing can arguably best explain why most

anomalies are stronger in bad times. Mispricing coupled with limits-to-arbitrage, i.e., short-sale

constraints, can also explain why the market state dependence is largely restricted to the short

side of the anomaly. This does not imply that mispricing is the only reason for the anomaly

puzzle. Nevertheless, the overall relation between anomalies and market states makes it difficult

to argue that global stock markets are priced entirely in accordance with the efficient market

hypothesis.

Our results contribute to several topics in the anomalies literature. First, we provide compre-

hensive insights on the applicability of different market state indicators and their cross-sectional
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relation to anomalies on an international basis. While we rely on the market state indicator

with regard to the 200-day MA, similar to Huang et al. (2017), we also take into account a mar-

ket state indicator based on the market movement over a three-year period (e.g., Cooper et al.,

2004; Gao et al., 2018). In contrast to earlier work with a focus on specific factors or anomalies,

like the market excess return, momentum, and distress risk, we study 138 factors/anomalies.

Contrary to these prior studies, which find higher returns in positive market states, we observe

that in the broad cross-section of anomalies, performance tends to be better in bad times.

Our study is also related to work on sentiment and anomalies (e.g., Stambaugh et al.,

2012; Jacobs, 2015). These studies focus on the behavior of anomalies in periods of high

and low investor sentiment according to the measure from Baker and Wurgler (2006). For

the U.S. market, Miller (1977), Brav et al. (2010), and Hanson and Sunderam (2014), among

others, find that due to limits to arbitrage, inefficiencies occur and anomalies are stronger

following periods of high investor sentiment and this is mostly exhibited by the short side

of the anomalies. We provide additional evidence by using other sentiment indicators, such

as news sentiment or investor sentiment according to Schmeling (2009), and we conduct the

analysis on an international basis. Interestingly, we find that the influence of sentiment on

anomaly returns is highly dependent on the sentiment measure investigated. While our results

for the Baker and Wurgler (2006) index in the U.S. market are consistent with prior studies,

we observe a different relation between anomaly returns and the other sentiment measures

internationally.

Finally. we provide further international evidence on the underlying causes of anomalies

(e.g., Hou et al., 2011; Fama and French, 2012, 2017; Jacobs and Müller, 2020; Bartram et al.,

2021; Bartram and Grindblatt, 2021). In general, anomalies are first observed for the U.S.

market, and typically considered to compensate for risk or to reflect mispricing. Our evidence

that many anomalies show meaningful return variation across market states suggests that their

existence is universal across the globe.

Our paper is structured as follows. In Section 2 we describe the data, introduce the 200-day

MA as our indicator for good times, and contrast it to alternative market state indicators, as

well as sentiment measures. In addition, we discuss our methodology to select anomalies. In

Section 3, we discuss our methodology and present our empirical findings. In Section 4, we

provide the results from our robustness tests. We conclude in Section 5.
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2. Data

2.1. Initial anomaly data

We use different Refinitiv databases to establish our anomaly database. We use Datastream

to calculate stock returns and related measures, Worldscope for accounting information, and

I/B/E/S for analyst information, such as earning forecasts. We follow the computational

details in Jacobs and Müller (2018) to reconstruct 240 anomalies for our sample period. We

add 10 anomalies to the data set following a further literature search. The resulting data set

consists of 250 anomalies, calculated as the difference between quintile (5) and quintile (1)

value-weighted portfolios.4 These have a special relevance in research, since the return of the

anomaly is not driven by small illiquid firms due to the weighting adjusted by the respective

market capitalization. In addition, we include 20 factors from different asset pricing models.

These are constructed according to their reference papers (e.g., 2x3 sorting for SMB and HML).

In the analysis, we incorporate data from September 1981 to June 2019 from 56 different

countries, which are located in North America, Europe, and Asia Pacific; we also use emerging

market data. Following the MSCI classification scheme, we group the countries as Developed

Markets (DM), Emerging Markets (EM), and Frontier Markets (FM), which include 22, 22,

and 12 countries, respectively. Our sample period from September 1981 to June 2019 is the

maximum observable time series. For individual anomaly-country combinations the time series

can be shorter, since data are not always available for such a long period, especially for EM

and FM.

Furthermore, we randomly generate 1,000 anomalies to assess the data mining hypothesis.

From the global stock universe, we sort the assets according to a uniform distribution. By

country, we select the upper quintile (5) and lower quintile (1) of the assets to calculate a

value-weighted global long-short portfolio return. We then determine whether the abnormal

return of the resulting fictitious anomaly is significant at the 5% level with regard to the Carhart

(1997) four-factor model. We iterate this process until 1,000 significant random anomalies are

generated.

4We provide an overview of the investigated anomalies and the corresponding reference papers in Table A.1
of the Internet Appendix.
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2.2. Market states

To define the market state, we mainly use the approach described by Huang et al. (2017). If

the closing price of the country’s main stock index (market index, MI) for the previous month

t − 1 is above (below) the last trading day’s 200-day MA, we assume that the market is in

a good (bad) state for month t. The GOOD TIMES indicator therefore acts as a real time

indicator, since it can be calculated ex ante and no future information is necessary.

GOOD TIMESc,t =


1, if MIc,t−1 > MAt−1,200

0, otherwise.
(1)

In Equation 1, the c subscript denotes the investigated country. For the country-specific

market index, we use the total return index in USD, sourced from Datastream for December

1979 to June 2019 (e.g., TOTMKUS for U.S. or TOTMKBD for Germany).

An alternative to the GOOD TIMES indicator is the one used by Cooper et al. (2004),

hereafter referred to as UP. If the country-specific market index increased in the past three

years, the current month t is assumed to be an up-market or a good market state, respectively.

If not, a bad market state is assumed. The data basis is the same as for GOOD TIMES to

calculate the difference between the closing price of the market index for t − 1 and t − 36.

For the further analysis, we use this indicator as an alternative to our main indicator, GOOD

TIMES.

In contrast to the above mentioned market state indicators, a natural intuition is to set bad

market states equal to recessions. In general, a recession is recognized after two consecutive

quarters of negative GDP growth.5 We follow this definition to construct a corresponding

recession indicator that equals to 0 for a recession and is 1 otherwise to be in line with the

previously introduced market state indicators.

Due to the definition, the use of this recession indicator to indicate bad market states has

a disadvantage compared to the aforementioned market state indicators from an investor’s

perspective. The recession indicator is based on future values for GDP growth. This means

that a recession can only be used retrospectively (ex post) to determine bad market states. For

this reason, the recession indicator is merely a comparative parameter in our analysis.

The information for quarterly GDP growth (expenditure approach)6 is deducted from OECD

5National Bureau of Economic Research, https://www.nber.org/.
6The recession indicator is calculated quarterly based on GDP growth, but we incorporate the values for
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Stats for the period from 1947 to 2020. Intersected with the anomaly data set, GDP growth

information is included for 38 OECD countries to calculate the recession indicator.

[Figure 1 about here.]

In Figure 1, we plot the time-series development of GDP growth and the resulting recession

indication against the good times indicator for G7 countries. These are all included in our

dataset of 56 countries. The figure shows that in many cases, GOOD TIMES reflects the

expectation from the recession indicator and GDP growth, respectively. In addition, the longer-

lasting phases of a recession or a decline in economic output are reflected by GOOD TIMES.

Nevertheless, whereas the recession indicator only shows sustained downturns in the econ-

omy, GOOD TIMES shows smaller gaps. These differences highlight potential advantages of

using GOOD TIMES to identify bad market states. First, to be defined as a recession, there

must be a decline in GDP over several months and be based on quarterly information, which

allows a compensation across individual months. GOOD TIMES is updated monthly based

on daily information. This makes the indicator much more flexible and reactive to short-term

events in the economy. In addition, we observe a longer bad period according to GOOD TIMES

for the first years of the 21st century, which is for most countries not indicated as a recession.

This is mostly related to the burst of the dot-com bubble in 2000. The event mainly affected the

technology sector and many investors had to absorb high losses. For the U.S. (see Figure 1a),

GDP growth was reduced and just slightly negative. Since the decline was not sustainable,

a recession was not indicated. The advantage of GOOD TIMES and UP is that they relate

directly to the stock market. Thus, the underlying indexes directly reflect investor losses or

gains and indicate market states from an investor’s perspective.

[Table 1 about here.]

Taking into account the differences in Figure 1, the question arises how much the different

market state indicators overlapp, i.e. agree in their assessment of a good/bad market state.

In particular, Figure 1 shows that there are also discrepancies in the assignment of market

states. To address this issue, in Table 1, we compare the allocations of GOOD TIMES and UP

to the recession information. Although the National Bureau of Economic Research (NBER)

publishes officially available information for the U.S. with respect to recessions, we further use

the whole quarter.
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the reconstructed GDP growth-based recession indicator. The equivalence between the NBER

recession indicator7 and the recalculated indicator is 95.5%.

During our sample period, the majority of months are rated as a good market state for the

U.S. and the other OECD countries, and this assessment holds for all considered indicators.

Many of the months with bad market states relate to major historical events in the first decade

of the 21st century, such as the collapse of the dot-com bubble in 2000 and the global financial

crisis in 2007-2009 (e.g., for the U.S. see Figure A.1 in the Internet Appendix). For GOOD

TIMES, we observe for the U.S. that about 77.6% (22.4%) of the months are characterized as

a good (bad) market state. The other OECD countries have on average in 64.5% (35.5%) a

good (bad) market state.

In addition, the second part of each panel shows the degree of coincidence between the

market state indicators. The values indicate the percentage of assignments of the indicators

that are in line with the result from the recession indicator. For the U.S., we see that with

regard to GOOD TIMES, 81.3% (76.7%) of the good (bad) market state assignments are the

same for the recession indicator. For the other OECD countries, there is on average an overall

coincidence of 67.5%, as compared to the recession indicator and of 63.1% (68.5%) if GOOD

TIMES indicates a good (bad) market state. Similar results are obtained for UP. Overall, the

evidence shows that our definition of market states based on the 200-day MA is highly aligned

with other fundamental-based indicators of good and bad times.

2.3. Sentiment

We include sentiment as a control metric. We employ the Baker and Wurgler (2006) sen-

timent index, which is a composite index combining six different proxies to form a measure

of investor sentiment, looking at closed-end fund discount, NYSE share turnover, number and

average first-day returns on IPOs, equity share in new issues, and dividend premium.8 Since

this indicator is only available for U.S. market, we use it only as a supplemental measure.

In our main analyses, we use two alternative sentiment proxies that are internationally

available. First, we concentrate on the sentiment proxy introduced by Schmeling (2009), here-

after referred to as investor sentiment (S). The indicator is derived from country-specific con-

sumer confidence surveys which focus on the consumption of private households. We follow

7We obtained the data from https://fred.stlouisfed.org/series/USREC (as of May 14, 2021).
8We take the data for investor sentiment (BW) from Jeffrey Wurgler’s data library from July 1965 to

December 2018.
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the methodology of Schmeling (2009) and collect information on consumer confidence for 27

countries. Specifically, we obtain survey information for the U.S., New Zealand, Switzerland,

Australia, and Japan from Datastream. The remaining 22 countries are European countries.

The information for the European countries comes from surveys for the European Commission

by the Directorate Generale for Economic and Financial Affairs.9 If available, we use surveys

with seasonal adjustments. For the U.S., New Zealand, and Australia, only values without

seasonal adjustments are available. Since the surveys differ in the time horizon conducted or in

the methodology used to calculate the seasonal adjustment, the use of surveys with and without

adjustments has no effect on our analysis. In addition, we conduct a standardization of the

distribution of the surveys for the individual countries, since the individual surveys contain

different ranges of values and thus exhibit different standard deviations. Finally, our sample

period mainly goes from January 1985 onwards, including gaps for some OECD countries.

Second, we use the Refinitiv MarketPsych database, which includes real-time news and social

media information, to measure sentiment. A natural language processing engine generates

scores based on various proxies, such as emotional indicators, macroeconomic metrics, ESG

measures, and buzz metrics at the asset level. For our analysis, we use the combined version

of news and social media information and refer to this as news sentiment from MarketPsych

(MP). The corresponding data set includes values from December 1997 onwards and covers 49

countries relative to the 56 countries for which anomaly returns are calculated.

2.4. Correlation overview of market state and sentiment indicators

In Table 2, we show pairwise correlations for the market state and sentiment indicators for

the U.S. market (Panel A) and the other investigated countries ex U.S. (Panel B). In particular,

the correlations between the GOOD TIMES (1), UP (2), news sentiment (MP) (3), and investor

sentiment (S) (4) are interesting.

For measures (1) - (4), for both the U.S. market and international markets, there is a positive

correlation significant at the 0.1% level with regard to the recession indicator. The correlation

between GOOD TIMES and UP is 25%. This is to be expected, as the indicators are both

based on stock market movements. In sum, all correlations from Panel B (Ex U.S.) of Table 2

are significant at the 0.1% level. For Panel A, and thus the correlations for the U.S. market,

we observe similar correlations.

9We obtain the data from https://ec.europa.eu/.
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[Table 2 about here.]

A direct comparison reveals notable differences, especially for the correlation of GOOD

TIMES and UP with news sentiment (MP). First, the correlation between GOOD TIMES and

news sentiment (MP) is higher at 50% for the U.S. It seems that the relation between market

states according to GOOD TIMES and news sentiment is stronger in the U.S.; however, the

correlation between UP and news sentiment (MP) is slightly lower and the respective p-value

is higher and is not significant at the 5% level. Moreover, the correlation of news sentiment

(MP) with respect to the recalculated recession indicator is also slightly higher for the U.S.

Unexpected correlations can be seen for investor sentiment (BW). Contrary to our expec-

tation, the correlation between GOOD TIMES and investor sentiment (BW) is significantly

negative, and the same applies for the correlation between news sentiment (MP) and investor

sentiment (BW). Since both sentiment indicators represent the emotional state of investors,

the fact that they are negatively correlated is not obvious. On closer inspection, however, this

may be due to the input information used to construct the sentiment variables. News sentiment

(MP) is based on news and social media information, whereas investor sentiment (BW) relies

on macroeconomic information.

3. Market states and cross-sectional anomaly returns

3.1. Methodology

Our initial data set consists of 250 anomalies. In the following analysis, we include only the

anomalies with a significant abnormal performance alpha with respect to the Carhart (1997)

four-factor model (FF4) based on a 5% level of significance (|t| ≥ 1.96).10 We chose the FF4

as our benchmark model given its prominence in the international asset pricing literature.

The methodology to determine the relation between anomalies and market states is based

on a simple linear regression. Due to the aforementioned selection process, we control for the

FF4 in order to take into account only the abnormal return that remains unexplained. We

control for country fixed effects, since the regression is applied for different country groupings

and thus several countries are included in the analysis. Furthermore, we consider monthly

effects by clustering the standard deviation with respect to time t, since anomaly returns

10We conduct the selection process globally and provide the corresponding t-values for the anomalies in Table
A.1 of the Internet Appendix. If the t-value of alpha is initially negative with regard to the FF4, the return of
the respective anomaly is adjusted by the factor −1, such that all anomalies have a positive alpha.

13

Electronic copy available at: https://ssrn.com/abstract=3926059



across countries are not time independent. This gives us the ability to relax the assumption of

independent observations and allows us to calculate correct standard deviations, although the

monthly anomaly returns across countries are correlated. Formally, the regression model is as

follows:

ri,t = αi + βj,i ∗MSj,t +
4∑

n=1
βn,i ∗ rn,t + fi,c + εi,t (2)

In Equation 2, r corresponds to the return of anomaly i, n denotes a representative index

for the four model factors of the FF411, and t denotes the time unit in months. fi,c denotes

the country c fixed effect. MS is the placeholder for the respective market state or sentiment

indicator j. Besides GOOD TIMES as main indicator, we make supplemental measurements

with UP, news sentiment (MP), and investor sentiment (S), replacing MS in Equation 2. For

the market state indicators, GOOD TIMES and UP, we use the indicator estimate for month

t, which uses return data as of the end of month t − 1. For the other indicators, we use the

values from t− 1 to take into account that no future information is incorporated, which is not

available at time t.

We differentiate between market state indicators and sentiment indicators when assessing

the results. The market state indicators are dummy variables. The results therefore represent

the difference in anomaly returns between good and bad times. If we investigate the relation

towards GOOD TIMES or UP, the intercept αi corresponds to the performance in bad times.

(αi+βj,i) represents the performance in good times. The sentiment indicators are continuously

measured variables and the regression parameter βj,i shows the return change for a change in

sentiment of 1.12

3.2. Four-factor alphas of anomalies (value-weighted)

In our baseline measurement, we assess the relation between the unexplained value-weighted

long-short portfolio return for different anomalies with regard to the Carhart (1997) asset pricing

model (FF4) and the market state indicator GOOD TIMES.

[Table 3 about here.]

11If the anomaly i is already included within the FF4, the sum is adjusted accordingly and we do not control
for this model factor on the right-hand side.

12Over all countries, we observe for news sentiment (MP) a mean of -0.053, a standard deviation of 0.213, a
minimum of -1 and a maximum of 1. For standardized investor sentiment (S), the mean is -0.001, the standard
deviation is 1.006, the minimum is -3.193, and the maximum is 2.496.
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Table 3 reports the corresponding results, measured across all 56 countries in our sample.

Overall, out of the 138 investigated anomalies, 10 have a positive slope towards GOOD TIMES,

significant at the 5% level. In contrast, for 51 anomalies the slope is negative and significant

at the 5% level. The remaining 77 anomalies display no significant relation towards GOOD

TIMES. The average abnormal return is 46.7 bps over all anomalies in bad times. In good

times, the average abnormal return decreases by 15.5 bps to 31.2 bps. In relative terms, the

abnormal returns are 49.8% higher in bad times.

If risk is the main driver for the existence of anomalies, we would expect that the majority

of the anomalies have a higher abnormal return in good times according to consumption-based

asset pricing theory. Since the results indicate on average a lower alpha in good times, this

does not support the hypothesis for unmeasured risk. Rather, the results provide evidence

towards mispricing with significant negative slopes for 37.0% of the anomalies. Nevertheless,

77 anomalies display no relation to GOOD TIMES. Hence, we cannot reject data-mining as a

possible reason as to why so many anomalies were identified. However, our findings suggest

that it is very unlikely to be the only reason.13

To see why data mining does not provide a good explanation for our findings, we generate a

set of 1,000 random anomalies according to the description in Section 2.1 with significant per-

formance regarding the Carhart (1997) four-factor model at the 5% level. For GOOD TIMES,

Table 3 shows that 922 (92.2%) of fictitious anomalies are unrelated to the market states. For

78 of the generated anomalies, we observe a significant relation at the 5% level; 39 with better

performance in good times, and 39 with better performance in bad times. First, the results

do not have the same sensitivity to market states as the real published anomalies, where the

slope of only 55.8% of the anomalies is insignificant. The 7.8% of random anomalies with a

significant slope at the 5% level are Type-I error false discoveries. The actual percentage of false

discoveries is above the expected percentage of 5%, which may be explained by fluctuations in

the random sample and the fact that the return data are not normally distributed. Second,

13In addition, we measure equally-weighted long-short anomaly returns and examine their relation to GOOD
TIMES in Table A.2 of the Internet Appendix. For this analysis, we exclude the 20 factors from asset pricing
models like SMB, HML, etc., because they are defined as value-weighted portfolios in the research literature.
Hence, the analysis for equally-weighted long-short returns relies on the remaining 118 anomalies with significant
Carhart (1997) four-factor model alpha in their value-weighted version. The random generated anomalies are
also equally-weighted. For GOOD TIMES, on average, there is an abnormal return of 52.4 bps in bad times and
35.7 bps in good times. In relative terms, this is an increase of 46.8%. In addition, for 53 (7) of 118 anomalies,
the slope is negative (positive) at the 5% level of significance. In constrast, only 4.9% of random anomalies have
a significant relation to GOOD TIMES at the 5% level.
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for random anomalies that are significantly related to GOOD TIMES, the coefficient sign is as

often positive as negative, whereas we observe for real anomalies a substantially higher percent-

age that have a significant negative relation to GOOD TIMES. This tendency is not present

for randomly generated anomalies. In conclusion, there is no circumstantial evidence that data

mining serves as the main reason for the existence of anomalies in general, even if for individual

anomalies data mining might be a possible reason.

On a single anomaly view, there is arguably also some evidence supporting the risk-based

explanation. For example, the model factors from Fama and French (1993) asset pricing model

(FF3) show significant positive slopes for GOOD TIMES at least at the 1% level of significance.

The market excess return MKTRF delivers an abnormal return of -5.3 bps in bad times. This

increases in good times to 147.2 bps. The abnormal return for the size factor SMB is -32.2 bps

in bad times and 39.1 bps in good times. Interestingly, for MKTRF and SMB, the abnormal

returns are dominantly generated during good times, since the abnormal return in bad times

is negative. The book-to-market ratio HML shows an alpha of 23.4 bps in bad times. In good

times, this amounts to 70.6 bps. Hence, for the FF3 model factors, risk might serve as a reason

for their existence.

To confirm our findings, in Table 3 we also provide the results for regressions that use

UP as an alternative market state metric. The table also shows the results for regressions

that explain abnormal anomaly returns with the sentiment indicators, news sentiment (MP)

and investor sentiment (S). For UP, we observe 30 (3) anomalies with a significantly negative

(positive) slope. On average, the abnormal return for all anomalies increases between up- and

down-markets by 14.6 bps from 32.9 bps to 47.5 bps and 44.5% in relative terms. This confirms

our findings for GOOD TIMES. In particular, Cooper et al. (2004) investigate momentum and

the relation towards market states according to UP for the U.S. market. We observe a higher

performance for WML in up-markets of about 93.5 bps, significant at the 1% level. The return

in up-markets (124.4 bps) decreases by 75.2% to 30.9 bps in down-markets. The same holds

for GOOD TIMES, for which WML has a significantly higher alpha in good times, significant

at the 0.1% level. In good times, there is an abnormal return of 137.3 bps; in bad times, the

performance decreases by 79.2% to 28.5 bps. This is consistent with the findings from Cooper

et al. (2004) for an international data set.

Similarly to market states, previous studies investigate investor sentiment with regard to

anomaly returns (Stambaugh et al., 2012; Jacobs, 2015). Therefore, Table 3 also shows the

16

Electronic copy available at: https://ssrn.com/abstract=3926059



results for regressions with news sentiment (MP) and investor sentiment (S) as independent

variable instead of GOOD TIMES. As the sentiment variables are continuously measured,

we restrict our attention to the direction of the relation without commenting on size effects.

For news sentiment (MP), we observe that 23 (7) anomalies have a lower (higher) abnormal

return in periods of high news sentiment, significant at the 5% level. 108 anomalies show no

significant relation with regard to news sentiment. For investor sentiment (S), the sensitivity

between anomaly return and sentiment is lower. Only 10 (2) anomalies display a lower (higher)

performance in periods of high investor sentiment, significant at the 5% level, whereas 126

anomalies have no significant slope.

Our results for the relation of the investigated anomalies with regard to news sentiment

(MP) and investor sentiment (S) are different from Stambaugh et al. (2012), who find that

their set of anomalies is significantly stronger after periods of high investor sentiment. We

therefore also examine the influence of the Baker and Wurgler (2006) sentiment measure (in-

vestor sentiment (BW)) on anomaly performance for the U.S. market. Table A.3 of the Internet

Appendix provides the corresponding results. We observe, on average, a slope with regard to

investor sentiment (BW) of 27.1 bps, which shows that in periods of high investor sentiment,

the anomalies indeed perform better. With 98 insignificant anomalies and 37 (3) anomalies

with higher (lower) performance after periods of high investor sentiment, the sensitivity to-

wards investor sentiment (BW) is higher compared to investor sentiment (S). Overall, these

results are consistent with the findings of Stambaugh et al. (2012) and their hypothesis that

if the anomalies reflect mispricing, the returns should be higher after periods of high investor

sentiment.

The differences between the investor sentiment indicators show that the ability to predict

the performance of anomalies is strongly dependent on the underlying sentiment proxy. This

raises the interesting question, which of the three variables best measures or reflects investor

sentiment. We do not intend to answer this question but instead conclude from the results

that the various sentiment variables are conceptionally and empirically different from GOOD

TIMES, and that viewed across all anomalies GOOD TIMES has a stronger influence on

abnormal returns.

3.3. Raw anomaly returns and further control measurements

In Table 4, we conduct another analysis to confirm our previous finding. We examine the

influence of GOOD TIMES on raw anomaly returns and on the alphas obtained from other
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asset pricing models, namely CAPM and FF6.14 Again, we consider country fixed effects and

cluster the standard deviations for the time steps t.

[Table 4 about here.]

For raw returns, we observe 59 (10) anomalies with a negative (positive) slope, significant

at the 5% level, and only 69 anomalies show no significant relation towards GOOD TIMES. On

average, the return for the anomalies is 49.7 bps (27.0 bps) in bad (good) times. Relatively, the

return in bad times is 84.2% higher than in good times. We see similar findings if we inspect

the CAPM and FF6 alphas. For the CAPM, 58 (14) anomalies tend to perform better in bad

(good) times, significant at the 5% level; for FF6, there are still 47 (10) anomalies with higher

(lower) unexplained returns in bad times. This is also reflected in the average performance for

both market states. In bad times, we observe, on average, a performance of 49.8 bps (CAPM)

and 39.8 bps (FF6), which reduces to 29.9 bps (CAPM) and 25.9 bps (FF6) in good times. In

relative terms, the increase for bad times accounts to 66.8% and 53.4% for the CAPM alpha

and FF6 alpha, respectively. The slightly lower sensitivity for FF6 - 81 anomalies have no

significant relation to GOOD TIMES at the 5% level - can at least partly be explained by

the fact that fewer anomalies have a significant overall alpha with regard to the FF6 model

compared to the baseline FF4 model. Nevertheless, the results in Table 4 are similar to the

ones with FF4 and support our conclusions.

3.4. Aggregated view on anomaly category and region

In Panel A of Table 5, we differentiate between six anomaly categories: Model Factor, i.e. the

anomaly is used in an asset pricing model or is a central part of the related literature; Market,

the anomaly incorporates information of market movements; Fundamentals, the anomaly is

based on corporate data; Valuation, the anomaly measures price-to-value; Analyst, the anomaly

deals with analyst assessments; and Undefined. We assign 16, 45, 51, 6, 9, and 7 anomalies to

the categories. In addition, in Panel B of Table 5, we take a closer look at different regional

affiliations (USA, Ex USA, DM, EM, and FM).

Each panel is separated into two parts. In the first columns, we provide the results for a

panel regression using all available anomalies for the respective category or region. Since we

incorporate the information for multiple anomalies, we additionally control for anomaly fixed

14The asset pricing model FF6 consists of the five model factors MKTRF, SMB, HML, CMA, and RMW
from Fama and French (2015) and the momentum factor WML.
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effects in the regression. We continue to investigate Carhart (1997) four-factor model alphas.

Therefore, we exclude MKTRF, SMB, HML, and WML from the panel regression, because they

are used as right-hand side variables in the regressions. For comparability, we also exclude the

four factors from Carhart (1997) for the summarized individual results in the second part of

each panel. All results are based on the relation to GOOD TIMES.

[Table 5 about here.]

In Panel A, all categories yield a higher abnormal return in bad times. All results are

significant at the 5% level. The lower level of significance for the categories Valuation, Analyst,

and Undefined is due to the significantly lower number of observations (N), owing to the smaller

number of anomalies assigned to them. For market-based anomalies, we observe an abnormal

return of 49.9 (29.4) bps in bad (good) times. This corresponds to an increase in bad times of

69.7%. Fundamental-based anomalies, perform 77.3% better in bad times than in good with

an alpha of 40.6 (22.9) bps in bad (good) times. With an abnormal return of 80.1 (51.9) bps in

bad (good) times, the relative increase for valuation-based anomalies accounts to 54.3%, and

for analyst-based anomalies, we observe a relative increase of 68.6% in bad times related to

48.4 (28.7) bps in bad (good) times. For model factors and undefined anomalies, we observe

similar results.

The individual results shown in the right part of Table 5 suggest that the anomalies with

better performance in bad times gain more when there is a reversal of market states than

anomalies with a better performance in good times. This is at first reflected by the fact that

the number of anomalies with negative slopes, significant at the 5% level, is slightly higher than

for significant positive slopes. Second, the negative average over all anomalies, shows for each

category that the number of anomalies with a negative slope predominates the positive slopes

without considering any significance level. Overall, only 34 anomalies exhibit a positive, while

100 exhibit a negative sign.

In Panel B, the available observations are categorized according to regions. The categories

USA and Ex USA are obviously complementary to each other. This is also true for the MSCI

categories DM, EM, and FM. For the panel regression of the USA (Ex USA), the slope is -35.4

bps (-19.0 bps), both significant at the 1% level. For both the USA and the rest of the world,

we see that the anomalies tend to have higher abnormal returns in bad times than in good

times. More precisely, for USA, the anomaly performance in bad (good) times is 65.3 bps (29.9

bps). For Ex USA, we observe an abnormal return of 47.8 bps (28.8 bps) in bad (good) times.
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This corresponds to a relative increase for bad times of 118.4% for USA and 66.0% for Ex USA.

The results again suggest that the anomalies tend to perform better in bad times than in good

times. For both, USA and Ex USA, the number of negative slopes which are significant at the

5% level, is clearly higher than the number of positive and significant slopes. The bias towards

bad times is more pronounced in Panel B than in Panel A, since all anomalies are included

in each regional affiliation.15 Furthermore, the return difference for anomalies with a higher

performance in bad times is again higher compared to those with a higher performance in good

times.

The MSCI categories exhibit similar results. For DM and EM the slopes for GOOD TIMES

are significant at least at the 1% level. However, we do not find a significant effect of GOOD

TIMES for the FM sample, which consists of fewer countries and substantially fewer anomaly-

months than DM and EM.

To summarize, the aggregation of anomalies into categories, either based on anomaly def-

inition or based on regional/market affiliation, confirms the implications from the individual

anomaly view. Almost without exception, the anomalies for the categories tend to perform

better in bad market states and have a higher abnormal return relative to good market states.

This again suggests that anomalies often capture mispricing. Moreover, the category-wise view

also serves to overcome the idiosyncratic nature of the individual view on anomalies. Thus,

the consistency across anomaly categories suggests that the results are robust to the choice of

selected anomalies.

3.5. Multivariate regression analysis

To assess whether the supplemental indicators UP and news sentiment (MP)16 cover the

same information or add additional explanatory power with regard to the predictability of the

Carhart (1997) four-factor model alpha compared to GOOD TIMES, we repeat the analysis

from Subsection 3.4 on a multivariate basis. In addition to GOOD TIMES, we include one of

the mentioned indicators as an independent variable.

[Table 6 about here.]

15For FM, the individual results for anomaly rd inc, unexpected R&D increases (Eberhart et al., 2004) are
not included due to missing information.

16Investor sentiment (S) is not included, since the previous results show that the anomaly performance is
not significantly dependent on this indicator and especially for the regional aggregation, the coverage is small.
The results by anomaly category are in Table A.4 of the Internet Appendix.

20

Electronic copy available at: https://ssrn.com/abstract=3926059



For the results by anomaly category in Panel A, adding UP to the regression leads as

expected to a small decrease for |βGOOD| as compared to Table 5 for almost all categories. This

indicates that UP offers a small amount of explanatory power and is also reflected by the fact

that overall, the slopes for both GOOD TIMES and UP are significant at least at the 1% level.

However, in anomaly categories, we only observe a significant slope for UP for the model factors

and the fundamental-based anomalies, whereas GOOD TIMES continuous to be a significant

predictor across all categories. Overall, the evidence is in line with our results from Table 1,

in which GOOD TIMES and UP are already similar, and it also corresponds to the findings

of Table 3, in which we observe a lower sensitivity to UP than to GOOD TIMES. Overall, the

fact that all slopes from the panel regression are negative for UP and GOOD TIMES, without

taking into account the significance level, is in line with the notion that most anomalies perform

better in bad market states, irrespective of which market state proxy is used.

When adding news sentiment (MP) to the regression of GOOD TIMES, we observe no

significant results for βGOOD for the model factors or the undefined anomalies. This might be

due to the lower number of observations for news sentiment (MP) compared to UP. However,

we find a significant slope for news sentiment (MP) at the 5% level for all categories except

for the fundamental- and valuation-based anomalies. In conclusion, news sentiment (MP)

provides a small amount of additional information and the insignificant results for βGOOD for

two categories are due to adding news sentiment (MP). Nevertheless, across all anomalies,

GOOD TIMES continues to be statistically significant at the 0.1% level after accounting for

news sentiment (MP).

When distinguishing between different regional affiliations (Panel B), the results for βGOOD
remain quite similar after adding UP. In addition, the individual results confirm our impres-

sion that UP does not provide a substantial amount of further information. The number of

significant slopes are higher for GOOD TIMES for both market state indicators for all regions

except FM.

For news sentiment (MP), we find that for the U.S. market, the slopes for both indicators

are not significant. However, the absolute value for βControl is higher compared to the other

regions. This explains, why βControl becomes insignificant. In addition, the intercept α is now

significant at the 5% level, not the 0.1% level as before. Although, the values are comparable

to the results from Table 5, there are highly different p-values for the regression parameter in

the U.S. market after adding news sentiment (MP). This leads to the assumption that news

21

Electronic copy available at: https://ssrn.com/abstract=3926059



sentiment (MP) plays a role for investors in the U.S. market.

4. Robustness Tests

4.1. Analysis of the long- and short side of anomalies

Following Stambaugh et al. (2012), we investigate the long and short side of anomalies

separately with regard to market states. We build the long and short side of the Carhart (1997)

four-factor model alpha as excess return over the risk-free rate. Due to limits-to-arbitrage and

the unwillingness of investors to short, mispricing is more pronounced on the short side. To the

extent anomalies reflect mispricing, we therefore expect that the long side is not greatly affected

by GOOD TIMES. In contrast, the observed relation for the long-short anomalies should be

driven by the short side.

[Table 7 about here.]

In Panel A of Table 7, we observe for the long side that only model factors, market-based

anomalies, and the anomalies without specific categorization have a significant relation to

GOOD TIMES at the 1% level. The slopes with regard to GOOD TIMES are not signifi-

cant at the 5% level for the other categories. In contrast, the abnormal return of the short

side always displays an economically substantial and statistically significant relation to GOOD

TIMES. For fundamental-based anomalies, the abnormal return is -35.5 bps in bad times and

-15.5 bps in good times, which is an increase in profitability of 129.0% in bad times. We ob-

serve the short side has the smallest increase in profitability for market-based anomalies, which

delivers an abnormal return of -40.6 bps in bad times and -32.0 bps in good times (26.9%).

The other categories exhibit similar results. This confirms our expectation that the long side

is not strongly influenced by the market states across the anomalies and that the short side is

more profitable in bad times.

In Panel B, for U.S. and Ex U.S., the long side of the anomalies is not significant. The

MSCI categories show that the relation for DM and FM is significant at the 5% level. For

EM, the long side does not have a significant reaction to GOOD TIMES. In addition, the short

side exhibits a positive slope for all regional affiliations, significant at the 1% level. In sum,

the results confirm our hypothesis with regard to the short side, but the long side is for some

regional affiliations statistically dependent on GOOD TIMES. Thus, we observe that in bad

times the short side is at least twice as profitable as the long side. In addition, the slope to
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GOOD TIMES is significantly higher for the short side. For example, for DM, the relation

to GOOD TIMES is 1.5 times higher on the short side, although the slope of the long side is

statistically significant.

The only exception is FM, where in general small, risky, and mostly illiquid markets are

included. For FM, we observe a higher slope on the long side. In these markets, special rules

prevail and due to their small market capitalization, they cannot be considered as the sole

representative of the global financial market. Nevertheless, it is interesting to consider. Thus,

our hypotheses, especially for the long side, do not hold for FM. Both the long side and the short

side show a significantly higher return in good market states. This also confirms the finding

from Table 5, where we do not observe a significant relation across the long-short anomalies

with respect to the GOOD TIMES.

Overall, for 137 long-short anomalies17, we find an abnormal return of 47.0 bps in bad times

and 30.4 bps in good times. This corresponds to an average increase of 16.6 bps across the

anomalies in bad times. For the long side, we observe a performance of 10.2 bps in bad times

and 9.6 bps in good times, and for the short side, a performance of -36.3 bps in bad times and

-21.2 bps in good times. Therefore, the long side increases by 0.6 bps and the short side is 15.1

bps more profitable in bad times. Hence, the contribution for the relation to GOOD TIMES is

separated into 96.6% (3.4%) for the short (long) side. Taking this into account, the short side is

more strongly related to market states than the long side. The observed asymmetry between the

long and short side is most consistent with a mispricing-based explanation of higher abnormal

returns for the anomalies in bad market states.

5. Conclusion

In the past decades, a large number of anomalies have been discovered, which gave rise

to the ”zoo of anomalies” (Cochrane, 2011). To better understand the origin of anomalies,

we analyze the abnormal returns of 118 anomalies and 20 known model factors across market

states for a global stock data set. We formulate different expectations about the performance

of anomalies across market states according to the three prevalent explanations for anomalies:

risk, mispricing, and data-mining.

Our results indicate that many of the anomalies we consider have significantly higher ab-

normal returns in bad market states than in good market states. This assessment is robust

17We exclude MKTRF for this comparison, since this is not calculated as a classical long-short portfolio.
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across different anomaly classifications and regions, and it persists if we additionally control

for investor sentiment. We also find that the relation to market states is mostly driven by the

short side.

We argue that our findings are inconsistent with the idea that all anomalous return patterns

can be explained by data-mining or risk. In contrast, underreaction-based mispricing coupled

with limits-to-arbitrage provides the best explanation of why many anomalies perform better

in bad times and on the short side. Therefore, we conclude that a large fraction of anomalies

are indeed real, which suggests a violation of the efficient market hypothesis for global equity

markets. We emphasize that this assessment is a based on a broad picture view, which does

not exclude risk or data-mining as possible explanations for (many) individual anomalies.
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Figure 1: Good times indicator illustration
This figure illustrates GOOD TIMES for the G7 countries. The shading indicates good times
and white stands for bad times. The left subfigure gives reference to GDP growth (blue) and
the GDP level (red). The right subfigure displays the definition of recessions.

(a) USA

(b) Japan

(c) Germany

[Continued on next page]
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Figure 1: (continued)

(d) France

(e) United Kingdom

(f) Italy

(g) Canada
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Table 1: Indicator overview
This table gives an overview of GOOD TIMES and UP for the U.S. market (Panel A) and
OECD countries except the U.S. (Panel B). In this table, we investigate a time series from
September 1981 to June 2019. In addition, we compare the indicators with the definition of
recessions. (1.) shows the amount of months indicated as good or bad time for each indicator.
(2.) displays the percentage of equivalent market state assignments of GOOD TIMES and UP
with respect to the recession indicator. For Panel B, the results represent the averages over all
considered countries.

Panel A: Good Times U.S.

(1.) Number (Percentage) of Months by Good and Bad Times

GOOD TIMES UP Recession Ind.
# Good Times 360 (77.586%) 370 (86.247%) 435 (93.548%)
# Bad Times 104 (22.414%) 59 (13.753%) 30 (6.452%)

(2.) Percentage of Equivalence

GOOD TIMES UP

Recession Ind.
Good Times 81.336% 87.591%
Bad Times 76.667% 44.444%

Overall 81.034% 85.781%

Panel B: Good Times OECD Countries except U.S.

(1.) Percentage of Months by Good and Bad Times

GOOD TIMES UP Recession Ind.
# Good Times 64.510% 71.953% 85.969%
# Bad Times 35.490% 28.047% 14.031%

(2.) Percentage of Equivalence

GOOD TIMES UP

Recession Ind.
Good Times 63.073% 52.273%
Bad Times 68.546% 75.570%

Overall 67.520% 72.839%
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ᾱ

β̄

β̄

(>
0)

β̄

(<
0)

#
Si

gn
.
β

(>
0)

#
Si

gn
.
β

(<
0)

#
N

on
-s

ig
n.
β

Lo
ng

M
od

el
Fa

ct
or

20
1,

76
9

0.
16

5*
*

−
0.

00
6

0.
19

1*
*

−
0.

00
2

0.
16

6
0.

19
3

0.
22

0
−

0.
21

2
11

0
5

M
ar

ke
t

59
4,

12
6

0.
09

4*
*

−
0.

00
2

−
0.

11
8*

**
0.

00
0

0.
12

3
−

0.
12

5
0.

25
4

−
0.

40
2

11
16

18
Fu

nd
am

en
ta

ls
66

7,
40

2
0.

05
−

0.
10

8
0.

01
9

−
0.

56
5

0.
04

9
0.

01
8

0.
17

2
−

0.
32

0
9

11
31

V
al

ua
ti

on
80

,3
08

0.
29

8*
**

0.
00

0
0.

02
6

−
0.

71
9

0.
29

1
0.

02
6

0.
13

8
−

0.
53

8
1

1
4

A
na

ly
st

10
7,

82
0

0.
11

1*
*

−
0.

00
9

-0
.0

41
−

0.
37

5
0.

08
1

−
0.

05
0

0.
11

7
−

0.
25

8
2

2
5

U
nd

efi
ne

d
96

,1
43

0.
14

6*
*

−
0.

00
2

−
0.

14
9*

*
−

0.
00

6
0.

14
7

−
0.

14
3

0.
13

5
−

0.
51

3
0

3
4

Sh
or

t

M
od

el
Fa

ct
or

20
0,

21
6

−
0.

27
0*

**
0.

00
0

0.
21

8*
**

−
0.

00
1

−
0.

28
3

0.
21

4
0.

30
1

−
0.

39
6

10
2

4
M

ar
ke

t
61

1,
61

7
−

0.
40

6*
**

0.
00

0
0.

08
6*

**
−

0.
00

1
−

0.
39

5
0.

07
9

0.
40

4
−

0.
23

2
15

16
14

Fu
nd

am
en

ta
ls

69
1,

23
3

−
0.

35
5*

**
0.

00
0

0.
20

0*
**

0.
00

0
−

0.
35

2
0.

19
6

0.
31

4
−

0.
15

0
32

5
14

V
al

ua
ti

on
81

,1
03

−
0.

49
8*

**
0.

00
0

0.
30

2*
**

0.
00

0
−

0.
48

6
0.

29
7

0.
40

4
−

0.
23

6
4

1
1

A
na

ly
st

12
0,

78
8

−
0.

37
4*

**
0.

00
0

0.
11

7*
*

−
0.

00
9

−
0.

37
3

0.
12

2
0.

34
1

−
0.

15
1

3
2

4
U

nd
efi

ne
d

96
,8

67
−

0.
40

0*
**

0.
00

0
0.

13
5*

*
−

0.
00

7
−

0.
39

7
0.

13
3

0.
25

8
−

0.
18

1
3

1
3

P
an

el
B

:
O

ve
rv

ie
w

R
eg

io
ns

R
eg

io
n-

w
is

e
A

no
m

al
y-

w
is

e

N
α

p(
α

)
β

p(
β

)
ᾱ
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